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in distributed yet secure learning settings. Addressing these issues will help us generalize 
known important classical results to the quantum case: sample and model complexity, the 
trade-off between complexity measures, “no free lunch” theorems, and the limits attainable by 
using quantum resources.  
 
Practical questions also remain to be answered: for instance, it is possible to violate the time 
limits imposed by the gap in the adiabatic evolution and perform the process at a temperature 
higher than necessary, but the result is likely to be a low-level excited state of the target 
model rather than the ground state. This local optimum is still extremely useful for machine 
learning, but we need to understand the limits imposed by this methodology.  
 
Keywords : machine learning, reinforcement learning, nonconvex optimization, model 
complexity, sample complexity, Grover search, adiabatic quantum computing 
 
 
 
 
 
 
 
Additional information : 
* Required skills : foundations in statistics and quantum information processing 
* Miscellaneous : 
 


